K-SHELL IONIZATION CROSS SECTIONS OF Ti, Cr, Ni, Cu, AND Zr IN COLLISIONS WITH $^{16}$O IONS AT MeV/u ENERGIES
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Abstract. Using the 9 MV Van de Graaff Tandem accelerator of IFIN-HH, integral shell ionization cross sections of Ti, Cr, Ni, Cu and Zr by $^{16}$O ions in the energy range of 0.5–3 MeV/u have been determined. By the energy and yield shifts method, outer-shell multiple ionization is analyzed. L- and M-shell multiple ionization probabilities per electron are estimated and compared with the geometrical model predictions. The experimental cross sections are compared with calculations using the semi-classical approximation (SCA), in the united atom (UA) and separated atom (SA) limits, as well as the ECPSSR model calculations. The ECPSSR calculations are in close proximity to data, although slightly higher.
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1. INTRODUCTION

An accurate knowledge of data of integral cross sections induced by energetic ions is of interest both for applications and as a testing ground for theoretical formulations of ion-atom collision mechanisms and inner-shell ionization processes. In the present paper we report K-shell ionization cross-sections for energetic oxygen ion beams in the MeV/u energy range bombarding different thin solid targets. Ionization cross sections are necessary e.g. in elemental analysis by the particle-induced X-ray emission (PIXE) method (see ref. [1] and examples in refs. [2, 3]) with energetic ions heavier than protons [4].

PIXE is an analytical method with high sensitivity (in the ppm range) for many elements when thin sample targets are analyzed, i.e. targets for which the energy loss ($\Delta E$) is negligible compared to incident energy ($E_0$, of several MeV/u energy), therefore $\Delta E/E_0 << 1$. For thick samples (see e.g. [5]), which are easier to prepare, the sensitivity is lower, but the PIXE method can be applied for determining the composition of major elements. The facts that the PIXE method
can be standardized, allows fast and accurate analysis of more elements simultaneously. This can be applied to small amounts of sample made it widely applied in laboratories where a small charged particle accelerator is available, often coupled with other ion beam analysis (IBA) methods to obtain analytical data in various fields of environmental, biological, medical, archaeological etc. interest.

The sensitivity of the PIXE method depends on, both, the X-ray production and background yields. In the case of very asymmetric collision with light ion beams (protons, mostly used in PIXE [6, 7], alphas etc.), the ionization cross sections are well described by ionization models in the first order perturbation theory, as plane wave Born approximation (PWBA) [8] and semi-classical approximation (SCA) [9]. At MeV/u collision energies, the ionization cross sections data show a strong dependence on the binding energy of the active electron in the initial state. For unmodified binding, the models in the first order of perturbation theory predict a dependence on the square of the atomic number \(Z\) of the projectile. A good quantitative description of the experimental data for light ions at energies of the order of MeV/u was obtained from the ECPSSR model calculations [10,11], which using PWBA as starting point take into account effects like increased binding energy and relativistic motion of the electron, deflection of the projectile etc.

In some applications of the PIXE method, it is necessary to increase the X-ray yield for medium- and high-Z elements without excessive increasing of the beam intensity. This can be achieved by increasing the ion beam energy, with the expense of higher background intensity. Another method that can be applied in these cases is the use of heavier ion beams, having an atomic number \(Z\) > 1, due to the (approximate) dependence on \(Z^2\) of the ionization cross sections at equal velocities.

During the energetic ions collisions, the strong Coulomb field of the projectile nucleus can cause simultaneously ejection of one or more outer-shell electrons besides the K-shell electron. This multiple ionization increases the binding energy of the remaining electrons and modifies the transition probabilities. Instead of a single-vacancy X-ray transition (diagram line), more X-ray transitions (satellites) are produced. The satellite structure cannot be resolved with a low-resolution X-ray spectrometer like that using a semiconductor detector. In this case, the multiple ionization results in energy shift and enlarged X-ray lines as well as in relative intensity modifications. The procedure of measuring the X-ray energy and yield shifts was introduced to obtain information on the outer-shell multiple ionization effect (see e.g. ref. [12]).

Measurements of K-shell ionization cross sections for intermediate-Z elements by \(^{16}\text{O}\) ions at energies in the MeV/u range have been reported before (see e.g. ref. [4, 13–19]). Still, the data useful in the literature for PIXE applications are rather limited, therefore in the present paper determination of integral K-shell
ionization cross sections by MeV/u energy $^{16}$O ion beams was proposed. K-shell ionization cross sections obtained from measurements of K X-ray yields of Ti, Cr, Ni, Cu and Zr thin solid targets are reported.

An analysis of the multiple ionization of the outer (L, M) shells during K-shell ionization, by measuring the energy and yield shifts of the K X-rays, was also done. The energy and yield shifts method was applied to estimate mean numbers of the outer-shell spectator vacancies as well as correction factors to the fluorescence yields due to multiple ionization effects.

Further, in the present paper, the multiple ionization effect is treated in some detail (section 2) and is followed by presentation of experimental procedure (section 3), results and discussion (section 4).

2. MULTIPLE IONIZATION

In processes like photo-ionization, radioactive decay (by electron capture or internal conversion), bombardment with electrons and protons, K or L X-ray spectra well described as due to only one internal (K-, L-) vacancy are produced. However, detailed studies of small energy shifts of X-ray lines (see e.g. ref. [20]) showed that, even in these cases, outer-shell multiple ionization plays a role. Instead, bombarding a target atom with heavier energetic ions results in a strong disturbance due to Coulomb interaction, so in addition to inner-shell (K, L) vacancies, production of additional outer-shell vacancies is a rule, rather an exception. Under these conditions, energy and yield shifts [12] are more easily measured and, using high resolution crystal spectrometers, satellite lines can be solved [21, 22]. Thus, $KL^n$ satellite lines due to $n$ spectator vacancies in the L-shell during K-vacancy decay were observed and studied [23, 24]. As a general characteristic, the intensities of these satellites can be understood qualitatively on the basis of a first order semi-classical approximation [25], which gives an ionization cross section $\sigma \sim Z_1^2/Z_2^4$, where $Z_1$, $Z_2$ are the atomic numbers of the projectile and target, respectively. In addition, assuming the excitation of an electron is not influenced by the interaction with others (the independent electron approximation) [26] leads to a statistical binomial distribution for producing multiple vacancies. A perturbation theory approximation in the first order is expected to be an adequate description in the cases where the production probability of multiple vacancies is not too high. For a very strong perturbation, which results in the emission of an important part of the shell electrons, a more appropriate description by a non-perturbation model like the geometric model [27] could be done.

In an independent electron approximation (IEA), the probability to ionize $q_i$ electrons out of $N_i$ electrons, the occupancy number of the $Y_i$ shell (subshell), is given by the binomial distribution:
where, $p_i$ is the probability of ionization a single electron out of the shell (subshell). The emission rate of an ensemble of excited atoms will be obtained by averaging over different configurations of vacancies:

$$\left( \frac{\Gamma_X(K-Y_i)}{\Gamma_K} \right) = \sum_{q_i} p_{q_i} \frac{\Gamma_X(K-Y_i; q_i)}{\Gamma_K(q)} ,$$  \hspace{1cm} (2)

where, we noted by $q = (q_i, q_j, \ldots)$ the ensemble of spectator vacancies in the outer shells $Y_i, Y_j, \ldots$ Here and in the following, the line above a letter mean averaging over vacancy configurations produced in the collision.

After Scofield [28] and McGuirre [29], the radiative $\Gamma_X(K-Y_i; q)$ and non-radiative $\Gamma_A(K-Y_iY_j; q)$ widths are proportional to the number of remaining electrons in the shell (Larkins’ scaling rule), i.e.

$$\Gamma_X(K-Y_i; q) = \left(1 - \frac{q_i}{N_i}\right) \Gamma_X(K-Y_i) ,$$  \hspace{1cm} (3)

$$\Gamma_A(K-Y_iY_j; q) = \left(1 - \frac{q_i}{N_i}\right) \left(1 - \frac{q_j}{N_j}\right) \Gamma_A(K-Y_j Y_j) .$$  \hspace{1cm} (4)

In the latter expression, for $j = i$ we have $N_j = N_i - 1$. The total width will be the sum:

$$\Gamma_K(q) = \Gamma_X(q) + \Gamma_A(q) .$$  \hspace{1cm} (5)

Averaging, we obtain for the radiation width:

$$\overline{\Gamma_X(K-Y_i; q)} = \overline{\Gamma_X(K-Y_i; p)} = (1 - p_i) \Gamma_X(K-Y_i) ,$$  \hspace{1cm} (6)

and for the total width:

$$\overline{\Gamma_K(q)} = \overline{\Gamma_K(p)} = \sum_{i} (1 - p_i) \overline{\Gamma_X(K-Y_i)} + \sum_{i \leq j} (1 - p_i) (1 - p_j) \overline{\Gamma_A(K-Y_j Y_j)} ,$$  \hspace{1cm} (7)

the averaged (with a bar) quantities being functions of the ensemble of probabilities $p = (p_i, p_j, \ldots)$ of ionization of the outer shells $Y_i, Y_j, \ldots$. In the following, the estimations are calculated in the approximation in which the width of a given configuration $\Gamma_X(q)$ is nearly equal to that of the medium configuration of vacancies, noted as $\Gamma_X(p)$:
\[ \Gamma_K(q) = \Gamma_K(p) \left[ 1 + \frac{\Delta \Gamma_K(q, p)}{\Gamma_K(p)} \right] , \quad (8) \]

where, the term \( \Delta \Gamma(p, q) / \Gamma_K(p) \) is a small quantity. By expanding to the second order, we find expressions like:

\[
\frac{\Gamma_x(K-Y_i; q)}{\Gamma_x(q)} = \left( \frac{\Gamma_x(K-Y_i; p)}{\Gamma_x(p)} \right) \left[ 1 - \frac{p_i}{N_i} \frac{\Gamma(K-Y_i; p)}{\Gamma_x(p)} + \sum_{j \neq i} \frac{p_j}{N_j} \frac{(1-p_j) \Gamma^j(K-Y_j; p)}{\Gamma_x(p)} \right] , \quad (9)\]

where

\[ \Gamma(K-Y_i; p) = \Gamma_x(K-Y_i) + \sum_{i \neq j} (1-p_j) \Gamma_A(K-Y_j Y_j) + \sum_{i \neq j} (1-p_j) \Gamma_A(K-Y_j Y_i) . \quad (10) \]

The energy shift could be calculated in the same way:

\[ \Delta E_j = \sum_q \frac{\Gamma_x(K-Y_i; q)}{\Gamma_K(q)} \Delta E_j(q) / \left( \sum_q \frac{\Gamma_x(K-Y_i; q)}{\Gamma_K(q)} \right) , \quad (11) \]

where, \( \Delta E_j(q) = \sum q_i \delta E_{ji} \) and \( \delta E_{ji} \) is the medium energy shift of the transition \( K-Y_j \) induced by a spectator vacancy in the shell \( Y_i \). The energy shifts of \( K_x \) X-ray transitions due to a single L- or M-vacancy were calculated with the relativistic code of Grant [30].

In the previous relationships, the approximation of an unique ionization probability \( p_i \) for the shell \( Y_i \) was considered. However, taking into account that the dominant X-ray transitions, de-exciting a K-vacancy are \( K-L_2,3 \) and \( K-M_2,3 \) transitions, the present \( p_L \) and \( p_M \) estimations should primarily characterize the \( L_{2,3} \) and \( M_{2,3} \) subshells, respectively.

In the calculations, tabulated radiative [31] and non-radiative [32] widths have been used. We give below some relationships used for the present multiple ionization analysis.

The ratios of \( K_\beta / K_\alpha \) X-ray yields could be expressed like:

\[ \left( \frac{\Gamma_k}{\Gamma_K} \right)_{K_\beta} / \left( \frac{\Gamma_k}{\Gamma_K} \right)_{K_\alpha} = \left( \frac{\Gamma_k}{\Gamma_K} \right)_{K_\beta} \left[ \frac{1-p_M}{1-p_L} \left[ 1 + 0.19 \frac{p_L - 0.12 p_M}{1 - 0.89 (p_L + 0.12 p_M)} \right] \right] , \quad (12) \]

where, the widths \( \Gamma_k \), \( \Gamma_{k,\alpha,\beta} \) correspond to the multiple ionized atoms produced in the collision and \( \Gamma_K \), \( \Gamma_{K,\alpha,\beta} \) for atoms having only one K-shell vacancy.

Modification of the \( K_\alpha \) X-ray partial width due to multiple ionization effects could be written as:
\[ f_{K\alpha} = \left( \frac{\Gamma_{K\alpha}}{\Gamma_K} \right) \left( \frac{\Gamma_{K\alpha}}{\Gamma_K} \right) = \frac{1 - p_L}{1 - c_1(p_L + 0.2p_M) + c_2(p_L + 0.12p_M)^2}, \]  

(13)

and, analogous, for \( K_\beta \) X-rays. Here, the quantities \( \Gamma_{K\alpha} = \omega \Gamma_{K\alpha} \) (\( \omega \) denoting the K-shell fluorescence yield) are tabulated \([30, 33, 34]\) and the coefficients \( c_1 \) and \( c_2 \) have values of \( c_1 = 1.48–1.39 \) and \( c_2 = 0.53–0.45 \) for atomic numbers \( Z = 26–29 \).

The energy shifts could be written as:

\[ \Delta E_{K\alpha} = AN_L p_L \delta E_{L\alpha} + N_M p_M \delta E_{M\alpha}, \]  

(14)

for \( K_\alpha \) X-rays and an analogous relation for \( K_\beta \) X-rays. Here \( \delta E_{L\alpha} \) and \( \delta E_{M\alpha} \) are \( K_\alpha \) X-ray energy shifts due to one L-shell or M-shell vacancy, respectively; \( N_L = 8 \) and \( N_M \) are occupancy numbers of L- and M-shell, respectively; \( A \) is a constant of the order of 1, which is varying in the range of 1.018–1.005 for \( Z \) between 26 and 29.

Correction factors for the K-shell fluorescence yields (\( \omega \)) can be calculated using eq. (13) for \( K_\alpha \) X-rays and the analogous equation for \( K_\beta \) X-rays, or the approximate formula of Greenberg et al. \([35]\), which depends only on \( p_L \):

\[ f_K = \frac{\bar{\omega}}{\omega_k} = \frac{1}{1 - \frac{8}{7} p_L (1 - \omega_k)}, \]  

(15)

where, as before, the line above a letter denotes an average over vacancy configurations produced in the collision. The two mentioned calculation procedures give comparable \( f_K \) values.

3. EXPERIMENTAL PROCEDURE

The measurements were performed at the 9 MV Van de Graaff Tandem accelerator of IFIN-HH. The experimental set-up is given in Fig. 1.

Ion beams of \( ^{16}\text{O}^q \) (\( q = 2–6 \)) enters through a small aperture (2.5 mm diameter) in a vacuum chamber and hits the target placed in the center of the reaction chamber and oriented at 45° to the beam direction. We used self-supported thin targets of Ti, Ni, Cu (around 100 \( \mu \text{g/cm}^2 \) thickness), Cr and Zr (around 300 \( \mu \text{g/cm}^2 \)). For X-ray passing, thin Be windows at the scattering chamber and X-ray detectors are provided.

The emitted X-rays were detected using X-ray semiconductor detectors, placed at 90° to the beam direction. Namely, we used either an ultra-pure Ge detector in the case of \( ^{16}\text{O} + \text{Cr, Ni, Cu and Zr} \) collisions, with sensitive volume of
100 mm$^2 \times 10$ mm and about 180 eV at 5.9 keV energy resolution, or a Si (Li) detector for the collision of $^{16}$O + Ti, having a sensitive volume of 30 mm$^2 \times 3$ mm and an energy resolution of about 200 eV at 5.9 keV. The dead layer of Ge detector was checked by measuring X-ray spectra simultaneously and comparing with the Si(Li) detector.

![Diagram of experimental setup](image)

Fig. 1 – Overview of the experimental setup used in the measurements. Using Ge or Si(Li) semiconductor detectors placed at 90° to the beam direction, the X-ray spectra have been measured. Scattered ions were detected at either 90° or a small angle (about 10.5°) to the beam direction.

By normalization to the Rutherford scattering cross-sections, X-ray production cross-sections have been determined. The scattered particles were detected with a scintillation detector, consisting of a plastic scintillation foil (of 50 µm thickness) and a photomultiplier. We used two measurement geometries (Fig. 1): for $^{16}$O + Ti, Ni, Cu and Zr collisions, a detector placed at 90° to the beam direction, while in the case of $^{16}$O + Cr collision, a detector placed at a small angle (about 10.5°) to the beam direction.

The relative efficiencies of the X-ray detectors were obtained using characteristic parameters provided by the producer (Canberra Company, USA) and a model calculation [36]. By measuring standard calibrated $^{241}$Am for X-ray (produced by Seibesdorf Laboratory, IAEA) and alpha sources, the solid angles of the X-ray as well as the particle detectors were determined. Worth to mention that for the present used procedure of cross section determination, only the ratio of X-ray and particle solid angles is necessary [see eq. (18) below], which was determined more accurately using the same calibration source (the $^{241}$Am alpha source).
Fig. 2 – Examples of X-ray spectra measured with $^{16}$O ions bombarding metal targets at different energies.

The spectra of both X-rays and scattered particles were recorded with a standard spectrometric chain, consisting of linear amplifier, analogue to digital converter (ADC) and a PC based multichannel analyzer. Periodically during the measurements, the energy calibration using X-ray sources ($^{55}$Fe, $^{57}$Co and $^{241}$Am) was performed allowing determination of the energy and yield shifts of the $K_{\alpha}$ and $K_{\beta}$ X-ray lines. Using a least squares code (LEONE), with Gaussians fit for X-ray peaks and polynomials of 1-3 degree for the background, the X-ray spectra were processed.

In Fig. 2, examples of X-ray spectra measured with $^{16}$O ions bombarding metal targets at different energies are given. In the Figs. 1, 2, in addition to the dominant elements of the target, some of the present impurities are also noted.

In Fig. 3, the X-ray spectrum of a complex thick sample (standard of soil IAEA-SL1), obtained with a beam of $^{16}$O at 2 MeV/u energy illustrates both, qualitatively and quantitatively, the applicability of heavier than protons ion beams for elemental analysis.
The experimental K-shell ionization cross-sections were determined using the relations written below. The emitted X-ray intensities being proportional to the K-shell ionization cross-sections $\sigma_K$, we can write:

$$N_{\alpha K\alpha} \propto \sigma_K \omega_K \frac{\Gamma_{K\alpha}}{\Gamma_{K\alpha K}} (ef)_{\alpha K} \left(\frac{d\Omega}{4\pi}\right)_X,$$

(16)

where, as before, $\omega_K$ is the fluorescence yield, $\frac{\Gamma_{K\alpha}}{\Gamma_{K\alpha K}}$ – the branching ratio for the $K_{\alpha}$ X-ray line, $(ef)_{\alpha K}$ – the relative efficiency for $K_{\alpha}$ X-rays and $\left(\frac{d\Omega}{4\pi}\right)_X$ – the solid angle of the X-ray detector. For the Rutherford scattered particle intensity we have:

$$N_p \propto d\sigma_R (90^0) \left(\frac{d\Omega}{4\pi}\right)_p,$$

(17)

where, $d\sigma_R (90^0)$ is the Rutherford differential cross-section at $90^0$ and $\left(\frac{d\Omega}{4\pi}\right)_p$ is the solid angle of the scattered particle detector.

Consequently, the following expression has been used for determination of the K-shell ionization cross-section:
The statistical and spectra processing uncertainties were < 5% in majority of the cases. The uncertainties due to detector efficiencies are considered to be less than 10% independently of X-ray energy, including the geometric factors (the solid angles) of the X-ray and particle detectors, when the latter is placed at 90° to the beam. In case the scattered particles are measured at a forward angle (for Cr target), an additional uncertainty (of 10%) for scattering angle measurement was estimated. We note that using the same (alpha ²⁴¹Am) source for calibration of both the X-ray and particle detectors, the ratio of their solid angles can be determined more accurately. Therefore, adding quadratically, K X-ray production cross sections uncertainties of 12% for Ti, Ni, Cu, Zr and 15% for Cr (possibly larger due to target thickness correction, especially at the lowest collision energies and at higher target thicknesses) are estimated.

We report polynomial fit values for the quantities characterizing the target multiple ionization: ionization probabilities per electron, \( p_L \) and \( p_M \) and correction factor \( f_K \) for the fluorescence yield. Estimation of their uncertainties is depending on the accuracy of determination of small modifications in the X-ray spectra as well as of model calculations presented in section 2. Taking into account the dispersion of the data for different targets and collision energies, uncertainties of at least 15% for the outer-shell ionization probabilities per electron and 25% for \((f_K - 1)\) have been estimated. Therefore, the uncertainties are at least of 14% in case of Ti, Ni, Cu, and Zr and 17% in case of Cr for the present reported K-shell ionization cross sections.

**4. RESULTS AND DISCUSSION**

Experimental results of multiple ionization analysis as well as of the ionization cross-sections are given.

**4.1. MULTIPLE IONIZATION**

The relations \( p_L = P_L (0) = \frac{1}{8} \bar{n}_L \) and \( p_M = P_M (0) = \frac{\bar{n}_M}{N_M} \) were used, where \( \bar{n}_L \), \( \bar{n}_M \) are the mean numbers of L and M-vacancies, respectively, and \( N_M \) is the
occupancy number for the M-shell. This relationships are valid in the independent electron approximation (as the whole calculation presented in section 2), where:

(i) the vacancy states $K_{\alpha}L^l$ and $K_{\alpha}M^m$ follows a binomial distribution,
(ii) the variation of fluorescence yield is neglected, and
(iii) the vacancy rearrangements due to non-radiation (Auger and Coster-Kronig) transitions in the outer-shells, prior to the K-shell vacancy de-excitation are neglected.

As shown before by Watson et al. [37], introducing a model which takes into account the rearrangement and fluorescence yield variations does not lead to $p_L$ and $p_M$ probabilities values much different from those obtained if these effects are ignored. Also, the observed dependence on $Z_1$ is only partially explained by considering these effects. Instead, the observed $Z_1$ dependence of $p_L$ [37] can be explained by a higher binding energy of L-electrons, for which the procedure of Brandt & Lapicki [10] with an additional correction dependent on collision energy is more suitable.

![Fig. 4 – Outer- (L- and M-) shell ionization probabilities per electron in the collisions of $^{16}$O beams on thin solid Ti target, in dependence on collision energy. The points are the present experimental data obtained using the “yield and energy shifts” method [12] and the lines are predictions of geometrical model [27] calculations, namely solid lines – for tabulated Ti K-shell binding energy [38], dashed lines – for average binding energies corresponding to the final ionization state [39].](image)

Taking into consideration this result, in the present paper we calculate the predictions of the geometric model using enhanced binding energies for L- and M-shells (in all cases, except the case of Zr target). Namely, we used average binding energies of the final state [39], corresponding to the vacancy distributions produced in the L- and M-shells during K-shell ionization collisions; the latter were determined experimentally using "the energy and yield shift method" [12] and IAEA calculations. This procedure leads to enhancements of the binding energies comparable to those proposed in ref. [37], where BEA ionization function and BEA scaling after $Z_1$ were used.
In Figs. 4–8, the present estimates of L and M outer shell ionization probabilities per electron in the collisions of $^{16}$O beams on thin solid targets of Ti, Cr, Ni, Cu and Zr in dependence on collision energy, are given. In the figures the points are the experimental data obtained using the “yield and energy shifts” method [12] (equations (12) and (14) above were used) and the lines are the predictions of the geometrical model [27] calculations, namely: the solid lines, for tabulated K-shell binding energies [38], and dashed lines for average binding energies corresponding to the final ionization state [39].

The multiple ionization probability data are represented in detail in Fig. 9a and 9b for L- and M-shells respectively, in dependence on the parameter $X_n$ of the geometrical model $X_n = 4Z_1V[G(V)]^{1/2} / n v_1$, together with the geometrical model predictions [27]. Here, $Z_1$ and $v_1$ are the projectile atomic number and collision velocity, $V$ is the collision $v_1$ to orbital electron $u$ velocity ratio and $n$ – the
principal quantum number of the outer-shell; $G(V)$ is the BEA model universal function.

As can be seen in the figures, except Zr at the lowest energies in the measured range, the present experimental values of L-shell ionization probabilities per electron are within ±25% compared to geometrical model predictions. Instead, for M-shell ionization probabilities per electron, the geometrical model predictions, corresponding to average binding energies of the final ionization state [39], are higher (in average, by factors of 1.5-2) than the present experimental data.

\[ X_n = \frac{4Z_1V[\sigma(V)]^{1/2}}{nv_1} \]

Fig. 9 – The L- and M- shell ionization probabilities per electron in the collisions of $^{16}$O beams on thin solid targets, in dependence on $X_n = 4Z_1V[\sigma(V)]^{1/2}/nv_1$, the parameter of the geometrical model (see text) [27]. The points are the present experimental data obtained using the “yield and energy shifts” method [12] and the line - predictions of the geometrical model.

\[ f_K = \frac{1}{1 + K} \]

Fig. 10 – Experimental ($f_K - 1$) values, where $f_K$ are correction factors of the K-shell fluorescence yield, obtained in the $^{16}$O + Ti, Cr, Ni, Cu, and Zr collisions, in dependence on collision energy. The Greenberg approximate formula [eq. (15)] was used. Values obtained from polynomial fit of the experimental points are represented.
For the correction factors of the fluorescence yields, the Greenberg formula (15) was used. The results obtained for the $^{16}$O + Ti, Cr, Ni, Cu, and Zr collisions are given in Fig. 10 in dependence on collision energy. Correction factors for multiple ionization effects as large as 1.5 for Ti and Cr have been obtained. They decrease for higher-Z elements to become ≤ 1.05 in the case of Zr.

4.2. K-SHELL IONIZATION CROSS SECTIONS

In Figs. 11–15, the present experimental values of K-shell ionization cross sections are given and compared with theoretical predictions of the semi-classical approximation (SCA) [9] for two limit cases, the separated atom (SA) approximation, where the binding energy of the target atom with $Z = Z_1$ and united atom (UA) approximation, where the binding energy of the united atom having $Z = Z_1 + Z_2$, are considered, as well as of the ECPSSR model [10].

As expected, the present experimental data, except for Zr, are placed between the two limits of SCA predictions mainly due to the effect of variation of the electron binding energy in the initial state in dependence on the collision velocity (the "binding" effect), while in calculations the electron binding energy is taken constant. For Zr, SCA-UA calculations produce predictions close to the data, although slightly higher.

Instead, the calculation recipes of ECPSSR model, most important those for the binding energy correction, produce theoretical predictions which are in close proximity to the experimental data, although slightly higher in most cases, as seen in the figures.
5. CONCLUSION

In the present paper, K-shell ionization of Ti, Cr, Ni, Cu and Zr in collision with $^{16}$O ions, in the energy range of 0.5–3 MeV/u, by measuring the X-ray spectra, has been studied. An analysis of the multiple ionization of the outer (L, M) shells during K-shell ionization, by measuring the energy and yield shifts of the K X-rays [12] was performed. The calculation procedure of multiple ionization effects is presented in some detail in section 2 of the present paper. Outer-shell average numbers of the spectator vacancies, or equivalently ionization probabilities per electron, as well as correction factors to the fluorescence yields due to multiple ionization effects have been estimated. Theoretical predictions of the geometrical model [27], calculated using enhanced (final state) binding energies for L- and M-shells, are within ±25% compared to the experimental values of ionization probabilities per electron for the L-shell, and much higher for the M-shell. Correction factors for multiple ionization effects are as large as 1.5 for Ti and Cr and decrease for Ni and Cu to become less than 1.05 in the case of Zr.
The experimental results for K-shell ionization cross sections were compared with the semi-classical approximation (SCA) calculations [9], in two limits for the electron binding energy in the initial state: the separated atom (SA) and united atom (UA) limits. This comparison highlighted the importance of the "binding" effect. Instead, the ECPSSR [10] model calculations are in close proximity to the experimental data, although slightly higher. The cross section data reported here complete the existing atomic ionization cross section database, which could be of interest for elemental analysis by the PIXE method using heavier ions ($^{16}$O).
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