MULTI-ROGUE WAVES AND TRIANGULAR NUMBERS
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Abstract. Multi-rogue wave solutions of integrable equations have a very specific number of elementary components within their structures. These numbers are given by the “triangular numbers” for the $n^{th}$-order solution. This contrasts with the case of multi-soliton solutions, where the number of solitons is $n$. This fact reveals a significant difference between the higher-order rogue waves and the higher-order solitons. Each $n^{th}$ step of generation of multi-rogue wave solutions adds $n$ elementary rogue waves to the solution, in contrast to $n$-soliton solutions, where each step adds only one soliton to the existing $n-1$ solitons in the composition. We provide the mathematical analysis for the number of “elementary particles” in the composite rogue wave structures.
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1. INTRODUCTION

Soliton theory is one of the most important developments in nonlinear dynamics of the twentieth century. It came along with the discovery that a large class of partial differential evolution equations are integrable and that their solutions can be written in analytic form [1–3]. The first equation having that property was found to be the Korteweg-de Vries equation (KdV) [1]. The second equation in this edifice is the nonlinear Schrödinger equation (NLSE) [2]. Many other partial differential evolution equations have been found to be integrable and solvable by the inverse scattering technique and its equivalents [4]. It was commonly believed that the theory of these equations was closed, and most important problems are solved. However, the recent development of solutions describing rogue waves has caused another wave of growing interest in the properties of the NLSE and other similar equations.

Clearly, the set of rogue wave solutions is dramatically different from the set of well-known soliton solutions. Solitons are waves that exist “forever”, at least in their mathematical description. In contrast, rogue waves “appear” and “disappear” [5], and thus are unique formations, both from physical and mathematical points of view. Solitons are present in the initial conditions [1, 2], and the number of them does not change on evolution, no matter how many collisions they experience. Rogue waves, on the other hand, are localized both in time and space. Thus, they do not collide
in the same way as solitons. Their positions are fixed in the spatio-temporal domain and any interaction only occurs due to their decaying tails, unless the positions are very close to each other. We refer the readers to two relevant comprehensive review articles [6, 7].

Another surprising aspect of the set of rogue wave solutions is the patterns of their spatio-temporal positions. The patterns are highly regular, starting right from triangular structures [8, 9] that consist of three Peregrine solutions (PS) [10]. Calculations show [11] that the PSs can be considered as the ‘elementary quanta’ of higher-order structures in the same way that one soliton is an elementary constituent of a multi-soliton solution [2]. An unexpected result here is that the two-Peregrine solution does not exist. The second stage of multi-rogue wave construction leads to three-‘quanta’ solutions; from well-known soliton theory, we may have expected ones with two quanta instead. Moreover, the third step of the mathematical technique produces patterns of six quanta, while in soliton theory, each step adds just one soliton to the total solution. As a result, the number of ‘elementary’ rogue waves (or PSs) in the solution is one of the following numbers: 1, 3, 6, 10, 15 ... etc. This sequence has been found in our previous works [8, 11]. There are no solutions that consist, for example, of 2, 4, 5, 7, ... quanta.

Of course, this fact cannot be revealed simply by observing the complicated profile of the higher-order solutions. The wave interference can make the shape of individual PSs unrecognisable. By analogy, we cannot say how many solitons are in the multi-soliton solution by just looking at the points of soliton collision. Thus, a thorough mathematical analysis is needed.

This unusual property of rogue wave solutions has not been explained so far. In this work, we provide at least a mathematical answer to the following question: why is the number of inherent quanta in a rogue wave pattern given by a triangular number? Although a mathematical answer cannot give physical reasoning for the fact, it provides at least an explanation for the solutions that we have found so far. As we are dealing only with completely integrable systems, the solutions may not entirely describe the reality anyway.

Before entering the details, we should note that rogue waves have been observed experimentally both in optical fibres and water waves [12–15]. Namely, Chabchoub et al. [12–14], have experimentally demonstrated the existence of rogue waves of various orders in water. The Peregrine solution in deep water has been observed for the first time in [12], while higher-order rogue waves have been observed in [13, 14, 16]. The first observation of rogue wave triplets is reported in [13]; it is a second-order solution that has the triangular pattern of three separated elementary rogue waves shown in Fig. 1(b) below. Furthermore, rogue waves up to fifth-order are found in water-tank experiments detailed in [14]. For a rogue wave of order $n$, the expected amplitude is $2n + 1$ [17]. The fact that the amplitudes found were $3,$
5, 7, 9 and 11 is a convincing evidence for the physical reality of these higher-order rogue waves.

In optics, the Peregrine solution was first observed by Kibler et al. [15]. We stress that we are dealing with the solutions of the fundamental NLSE with no higher-order terms such as third-order dispersion or the Raman effect. The presence of such effects may modify the shapes of the rogue waves but does not influence their very existence. This has been proven experimentally by Hammani et al. [18]. The Peregrine solution and even higher-order rogue waves in water are also robust against perturbations [19, 20].

Specifically, in this paper, we consider the NLSE in the following form [21]:

\[ i \psi_x + \frac{1}{2} \psi_{tt} + |\psi|^2 \psi = 0, \]  

(1)

where \( x \) is the propagation variable and \( t \) is time in the moving frame, with the function \( |\psi(x, t)| \) being the envelope of the waves. This choice of variables is standard in fibre optics and is now becoming common in nonlinear water wave theory [20, 22].

In the past five years, various ways of deriving higher-order rogue waves (RWs) have been presented [17, 23, 24]. The rogue wave solution of the order \( n \) of Eq. (1), in general form, can be written as:

\[ \psi_n(x, t) = \left[ \frac{4 G_n(x, t) + i K_n(x, t)}{D_n(x, t)} + (-1)^n \right] e^{ix}, \]  

(2)

where \( D_n(x, t) \) is a polynomial of order \( n(n+1) \), while \( G_n(x, t) \) and \( K_n(x, t) \) are polynomials of order \( n(n+1) - 2 \) and \( n(n+1) - 1 \), respectively. These values have been found in [17] and presented in the Table 1 of that work. For the ‘basic’ higher-order rogue waves with all ingredients centred at one point (say, the origin), we can extract a factor \( x \) from \( K_n(x, t) \), thus leaving a polynomial of order \( n(n+1) - 2 \).

In the simplest case of the Peregrine solution, where \( n = 1 \), we have [10, 21]

\[ G_1(x, t) = 1, \quad K_1(x, t) = 2x, \quad D_1(x, t) = 1 + 4x^2 + 4t^2. \]  

(3)

This solution is shown in Fig. 1(a).

A convenient representation of RW solutions appears when the background is extracted from the intensity. Namely, the Peregrine solution can be then written as

\[ |\psi_1(x, t)|^2 - 1 = \frac{8(1 - 4t^2 + 4x^2)}{(4t^2 + 4x^2 + 1)^2}. \]  

(4)

We can refer to it as an elementary RW solution (ERW). Equivalently, we can view it as a rogue wave quantum. As we will see from the following, this representation allows us to find the number of ERWs (or quanta) in higher-order RW patterns.

Another interesting fact about this representation is that, for any order \( n \), it can
be expressed in terms of just the denominator of the whole solution [25]:
\[ |\psi_n(x,t)|^2 - 1 = \left[ \log(D_n(x,t)) \right]_{tt}. \] (5)
This expression shows that the denominator \( D_n \) contains all the information about the intensity patterns of RW solutions.

2. THE NUMBER OF PEREGRINE SOLUTIONS IN HIGHER-ORDER ROGUE WAVE PATTERNS

A general rogue wave pattern is defined by the order of the solution, \( n \), and depends on some free parameters. The free parameters specify mutual separations and relative positions of the individual components on the \((x,t)\)-plane. Generally, a solution of \( n^{th} \) order contains \( Q_n = \frac{n(n+1)}{2} \) individual components that, when well-separated, can be identified as Peregrine breathers. This is obvious for triangular rogue cascades presented in [26], but not for other patterns. The detailed classification of rogue wave patterns has been given earlier in [11].

It can be inferred that, independent of separation, the \( n^{th} \) order pattern always contains \( n(n+1)/2 \) elementary particles. In other words, solutions of orders \( n = 1, 2, 3, 4, 5, \cdots \) consist of \( 1, 3, 6, 10, 15, \cdots \) ERWs respectively. The latter are known as "triangular numbers" illustrated in Fig. 2. These are the total number of points within a triangle with \( n \) points along the side of the triangle.

Our aim here is to give an algebraic explanation of the fact that the number of components is defined by the corresponding triangular number. The proof is based on the fact that the denominator of the \( n^{th} \)-order rogue wave has order \( n(n+1) \), in both \( x \) and \( t \) and this is the highest order polynomial in the solution. The order of the numerator polynomial must be lower than this. Otherwise, the solution cannot decay...
Each denominator has no real zeroes, so it cannot be written as a product of \( n(n+1) \) linear factors, and its reciprocal has no poles. Thus, each rogue wave has no singularities. So the denominator can only be written as a product of quadratic factors, and there will be \( n(n+1)/2 \) of them.

The field profile \( \psi_n(x,t) \) is dominated by the minima of these quadratic factors. We show here that, no matter how many constant parameters are included into the solution, we can always approximately factor this denominator into a product of \( n(n+1)/2 \) quadratic polynomials, where each has the form

\[
F_j = 1 + 4(x-x_j)^2 + 4(t-t_j)^2.
\]

As this is the denominator of the Peregrine solution (3), we naturally obtain \( n(n+1)/2 \) internal PS components that actually can be arranged in various ways in the total pattern [11]. The minima plainly occur at \( x = x_j, t = t_j \) for \( j = 0, 1, \ldots, n-1 \). We can use this to determine the dimensions of the full object appearing in the solution in terms of the parameters in the solution.

3. SECOND-ORDER SOLUTIONS (ROGUE WAVE TRIPLETS)

Let us start with the simplest example. The second-order solution with free parameters has been given earlier in [8, 9]. Here we are interested only in the denominator:

\[
D_2(x, t) = \beta^2 + \gamma^2 + 64t^6 + 48t^4 (4x^2 + 1) - 16\beta^3 + 12t^2 (16x^4 - 24x^2 + 4\gamma x + 9) + 12t\beta (1 + 4x^2) + 64x^6 + 432x^4 - 16\gamma x^3 + 396x^2 - 36\gamma x + 9.
\]

Suppose the three components are well separated, i.e. at least one of the parameters \( \beta \) or \( \gamma \) is large. It was shown [8] that the components of the resulting rogue wave triplet are then located at the vertices of an equilateral triangle. Equivalently, we can view them as being located on a circle of large radius, \( r = 1/2\epsilon \) with 120 degrees angular separation between the components. Thus \( \epsilon \) is a convenient small parameter. Let us take \( \beta = 0 \) and \( x_1 = \frac{1}{2\epsilon}, x_2 = x_3 = -\frac{1}{4\epsilon} \). Additionally, we set \( t_1 = 0, t_2 = -t_3 = \frac{\sqrt{3}}{4\epsilon} \).

An example of this solution taken from [8] is shown in Fig. 1(b).
First, we start with special orientations of the triplet on the \((x,t)\)-plane. Let us consider the polynomial \(Y = \epsilon^6 [F_1 F_2 F_3 - D_2(x,t)]\), where \(F_1\), \(F_2\), and \(F_3\) are three denominators of Peregrine solutions, with their minima located at different places in the \((x,t)\)-plane. Expanding the polynomial \(Y\) and taking the \(\gamma\)-value to be large, we can eliminate lower order terms by setting \(\gamma = 1/\epsilon^3 + 3/2\epsilon\). Then the expression for \(Y\) can be written as \(Y = 36x\epsilon^3 + \cdots\), so the approximation is sufficiently accurate.

The replaced denominator solves the NLSE to order \(\epsilon^2\). This means that \(\epsilon \approx \gamma - 1/3 + 1/2\gamma\). So the radius of the triplet in Fig. 1(b) is \(r = 1/2\gamma^{1/3}(1 - 1/2\gamma^{-2/3})\). This is an improvement over the estimate given previously in [8].

Now, we rotate the triplet by 90 degrees around the origin. Namely, we consider the case where \(\gamma = 0\) with \(t_1 = 1/2\), \(t_2 = -t_3 = -1/4\), \(x_1 = 0\), \(x_2 = -x_3 = \sqrt{3}/4\). The radius \(r\) is the same as before, viz. \(1/2\epsilon\). Expanding \(Y = \epsilon^6 [F_1 F_2 F_3 - D_2(x,t)]\) and taking \(\beta\) large, we can eliminate lower order terms by setting \(\beta = 1/\epsilon^3 + 3/2\epsilon\). Then \(Y = -12\epsilon x^3 + \cdots\), so the approximation is quite accurate. This polynomial also solves the NLSE to order \(\epsilon^2\). This means that \(\epsilon \approx \beta - 1/3 + 1/2\beta\). So the radius is \(1/2\beta^{-1/3}(1 - 1/2\beta^{-2/3})\).

For an arbitrary orientation, we can convert \(D_2(x,t)\) to radial co-ordinates by setting \(t = r \cos(\theta)\) and \(x = r \sin(\theta)\). Retaining only the large terms, we find:

\[
D_2 \approx 64r^6 + \beta^2 + \gamma^2 - 16r^3[\gamma \cos(3\theta) + \beta \sin(3\theta)].
\]

Setting \(\frac{\partial}{\partial \theta} D_2\) to zero shows that \(\theta = -\frac{1}{3} \arctan\left(\frac{2}{\gamma}\right) + \frac{2\pi}{3} j\), with \(j = 0, 1, 2\). Then setting \(\frac{\partial}{\partial r} D_2\) to zero shows that \(r = \frac{1}{2}(\beta^2 + \gamma^2)^{1/6}\). This handles any angle of rotation of the triplet in the \((x,t)\)-plane. Similar calculations can be made for the solution of any order, \(n\).

### 4. CIRCULAR THIRD-ORDER ROGUE WAVE SOLUTION

Now, as a more elaborate example, let us consider the third-order circular rogue wave solution [27]; an example is shown in Fig. 3. This is a particular case of general third-order solution. Forms of the denominator polynomial, \(D_3(x,t)\), have been presented earlier in [8, 17, 25, 28] and [29].

The circular pattern is described with a single parameter, \(b\). We can write the denominator with the notations used in [17]:

\[
D_3(x,t) = \sum_{j=0}^{12} d_j(T) X^j,
\]
where $X = 2x$ and $T = 2t$, while the coefficients $d_{2j}$ are:

\[
\begin{align*}
    d_0(T) &= b^2(T^2 + 1) + T^{12} + 6T^{10} + 135T^8 + 2340T^6 + 3375T^4 + 12150T^2 + 2025, \\
    d_1(T) &= -10b(T^6 - 9T^4 - 45T^2 + 45) \\
    d_2(T) &= b^2 + 6(T^{10} - 15T^8 + 90T^6 + 2250T^4 - 6075T^2 + 15525), \\
    d_3(T) &= 10b(T^4 + 18T^2 + 9), \\
    d_4(T) &= 15(T^8 - 12T^6 - 90T^4 + 5220T^2 + 9585), \\
    d_5(T) &= 6b(3T^2 - 17), \\
    d_6(T) &= 20(T^6 + 3T^4 + 675T^2 + 765), \\
    d_7(T) &= -2b, \\
    d_8(T) &= 15(T^4 + 18T^2 + 249), \\
    d_{10}(T) &= 6(T^2 + 21), \\
    d_{12}(T) &= 1,
\end{align*}
\]

with $d_0(T) = d_{11}(T) = 0$. If $b$ is large, then the central part is described by

\[
D_3(x, t) = b^2(1 + T^2 + X^2) = b^2(1 + 4t^2 + 4x^2),
\]

as expected for a single ERW at the origin. When $b = 0$, $D_3$ reduces to the form given in Appendix E of [17] (with numerators and denominators multiplied by 16200). Since $D_3$ has order 12, at large $b$, we can approximately factor it into a product of six polynomials, $\prod_{j=0}^{5} F_j$, representing six separated ERWs. For a circular pattern [27], one of them is centred at the origin and the remaining five form a pentagon around it, as shown in Fig. 3.

Thus, we have the expected total of six inherent ERWs with one in the middle and other five located equidistantly on a circle with radius $r$. 

![Fig. 3 – Amplitude of third-order RW solution giving circular pattern, found using Eqs. (5) and (6). Here $b = 2 \times 10^7$.](image)
5. APPROXIMATIONS FOR HIGHER-ORDER CIRCULAR ROGUE WAVE PATTERNS

For simplicity, let us again consider only the circular solutions [27], and find the radii \( r \) of these circles. Then we only need to minimize \( D_n \) for large values of \((x,t)\). In other words, we need to find the value of \( r \) that minimizes \( D_n \). This step involves only a few higher order terms in the polynomial. As before, we set \( X = 2x \).

For \( n = 3 \), the terms of highest order in \( X \) are
\[
D_3 = X^{12} - 2bX^7 + b^2X^2 + \cdots.
\]
Setting \( b = (2u_3r)^5 \) with \( x = r, t = 0 \) for example, shows that \((u_3^5 - 1)^2r^{12} = 0\), so \( u_3 = 1 \) and the radius is \( r \approx \frac{1}{2}b^{1/5} \). Figure 3 uses \( b = 2 \times 10^7 \), and it can be seen that the predicted radius of 14.4 is quite accurate.

For \( n = 4 \), the terms of highest order in \( X \) are
\[
D_4 = X^{20} - 2bX^{13} + b^2X^6 + \cdots.
\]
Setting \( b = (2u_4r)^7 \) with \( x = r, t = 0 \) for example, shows that \((u_4^7 - 1)^2r^{20} = 0\), so \( u_4 = 1 \) and the radius is \( r \approx \frac{1}{2}b^{1/7} \). Near the centre, i.e. for \( x, t \) small, for \( b \) large, we see that
\[
\frac{D_3}{b^2} \approx 9 + 2TT^2 + 3T^4 + T^6 + 99X^2 + 27X^4 + X^6 - 18T^2X^2 + 3T^4X^2 + 3T^2X^4,
\]
where \( T = 2t \), i.e. it is the form of a second order basic rogue wave, given in [30] (see also [5, 17]). This is an algebraic verification of the inherent quanta referred to earlier. Here, the central 2\textsuperscript{nd} order rogue wave contains three quanta, while each of the seven in the surrounding ring contains one, making the expected total of ten.

For \( n = 5 \), the terms of highest order are \( D_5 = X^{30} + 2bX^{21} + b^2X^{12} + \cdots \).

Setting \( b = (2u_5r)^9 \) with \( x = -r, t = 0 \) for example, shows that \((u_5^9 - 1)^2r^{30} = 0\), so \( u_5 = 1 \) and the radius is \( r \approx \frac{1}{2}b^{1/9} \).

For \( n = 6 \), the terms of highest order are \( D_6 = X^{42} - 2bX^{31} + b^2X^{20} + \cdots \).

Setting \( b = (2u_6r)^{11} \) with \( x = r, t = 0 \) for example, shows that \((u_6^{11} - 1)^2r^{42} = 0\), so \( u_6 = 1 \) and the radius is \( r \approx \frac{1}{2}b^{1/11} \). For general \( n \), the radius is \( r \approx \frac{1}{2}b^{1/(2n-1)} \).

6. INTEGRAL DEFINING THE NUMBER OF ERWS IN THE PATTERN

The above radius estimates are approximate. However, from the above study, it clearly appears that the number of ERWs does not depend on the free parameters at all. Their relative locations can change, and the position of each individual ERW may move, but the total number of them remains fixed and is given by a triangular number. Moreover, all ERWs can be built into a structure which does not allow us to see each part separately. However, even such a complicated structure consists of a fixed number of ERWs given by a triangular number [31].
Can this fact be expressed explicitly and with mathematical accuracy in the form of an integral? We claim that indeed it can.

We propose that the number of components can be calculated as the integral of the squared deviation from the background level across the space-time plane, i.e.

\[
\frac{1}{8\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( |\psi_n(x,t)|^2 - 1 \right)^2 dt \, dx = \frac{1}{2} n(n+1) = Q_n.
\]

(7)

In other words, the number of components \(Q_n\) (either explicitly visible or not) is

\[
Q_n = \frac{1}{8\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \log \left( D_n(x,t) \right) \right)_t^2 dt \, dx.
\]

As follows from (7), for the multi-rogue wave solution \(\psi_n(x,t)\) of order \(n\), the integral will be equal to a triangular number of order \(n\), viz. \(Q_n\). This integral does not depend on the free parameters included in the solution \(\psi_n(x,t)\). Numerical evidence shows that the above integral is always equal to the number of ERWs in the solution, no matter what kind of pattern it has.

Again, let us start with the simplest case. If we consider a single Peregrine solution, \(\psi_1(x,t)\), we obtain analytically from Eq. (4):

\[
\int_{-\infty}^{\infty} \left( |\psi_1(x,t)|^2 - 1 \right)^2 dt = \frac{8\pi}{(1 + 4x^2)^{3/2}},
\]

and then:

\[
\int_{-\infty}^{\infty} (1 + 4x^2)^{-3/2} dx = 1,
\]

so that the number of components \(Q_1 = 1\), as conjectured.

For higher-order solutions, if the rogue wave components are 'well-separated' into a certain structure with \(\frac{1}{2} n(n+1)\) peaks (i.e. the solution parameters are large), then \(Q_n\) will plainly be the sum of the integrals over each individual peak. As each integral equals unity, so \(Q_n = \frac{1}{2} n(n+1)\).

When separation is only partial (i.e. the solution parameters are small), then we can expand the integrand to first-order in a small parameter. Consider the 2nd order rogue wave of Sec. 3, and let the integrand in Eq. (7) be \(g(x,t,\beta,\gamma)\). For \(\gamma = 0\) and \(\beta\) small, this can be expanded as \(g(x,t,0,0) + \beta \frac{\partial g}{\partial \beta}\). The surface integral of the first part is three; the second function is odd in \(t\) for each \(x\) and hence the integral of it is zero. Similarly, for \(\gamma\) small and \(\beta = 0\), we have \(g(x,t,\beta = 0,\gamma) = g(x,t,0,0) + \gamma \frac{\partial g}{\partial \gamma} + \cdots\). The latter term is odd in \(x\) for any \(t\), so the integral of it is zero. So \(Q_2\) remains equal to three as separation commences. The same effect occurs for the 3rd order rogue wave of Sec. 4. The value of \(Q_3\) remains equal to six as \(b\) starts to increase.

A further clue as to the reason for this particular form of the integral comes from the fact that, when parameters are set to zero, the intensity at the origin is found
from

\[ |\psi_n(0,0)|^2 - 1 = c_n = 4n(n + 1). \]

This follows from the fact that the maximal possible amplitude of the solution is at the origin and is given by \( \psi_n(0,0) = (2n+1) \) [17, 32]. Suppose that the integrand is approximated by a smooth function with this maximum at the centre and decaying at infinity. To be definite, let us take a gaussian with amplitude \( c_n^2 \), i.e.

\[ S_n = c_n^2 \exp(-c_n r^2), \]

where \( r^2 = x^2 + t^2 \). Then

\[ \frac{1}{8\pi} (2\pi) \int_0^\infty S_n r \, dr = \frac{c_n}{8} = \frac{1}{2} n(n + 1) = Q_n. \] (8)

This is the same result as in Eq. (7). Thus, we find that the value of \( Q_n \) is closely related to the central maximum of the integrand.

This is a fundamental result: the number of ERWs in a multi-rogue wave solution of the NLSE is given by a triangular number. No other number of ERWs can be present in a general multi-rogue wave solution.

Moreover, the number of ERWs can be found from the integral for all higher-order solutions, including those where the rogue waves of order \( n \) are only partially "separated" into elementary components. In these cases, the number of ERWs is not visually obvious. This integral can be used to determine the number of ERWs in any unknown rogue wave pattern.

Clearly, this approach can be applied only to solutions localized both in time and in space. Otherwise the integral may become infinite. Clearly, no such integral can be proposed for soliton solutions. This mere fact shows once again the crucial differences that exist between the classes of soliton solutions and rogue wave solutions.

7. DIFFERENCE IN CONSTRUCTION OF MULTI-SOLITONS AND MULTI-ROGUE WAVES

To demonstrate the crucial difference between solitons and RWs more clearly, let us recall that, at any step \( n \) of construction of multi-soliton solutions, we add one more soliton to the existing \( n - 1 \) solitons added up in the previous steps. This happens when we use the Darboux transformation scheme or any other dressing technique known from the literature. Thus, at each step, we move from an \( (n-1) \)-soliton solution to a higher-order \( n \)-soliton solution. Then the number of solitons in the construction is equal to the order of the solution.

On the other hand, building a multi-rogue wave solution is different. At the \( n^{th} \) step of construction, we add not one but \( n \) ERWs to the already-existing pattern. In
particular, the first step provides us with a solution containing just one ERW. In the second step, we add two ERWs to the first-order solution, thus obtaining a solution with three ERWs. In the third step, we add three more ERWs, thus obtaining a pattern with six ERWs. This is equivalent to building a triangle, layer-by-layer, starting from one as the vertex, thus increasing the total number of ERWs in this particular way. So, it is not too surprising that the total number of ERWs in the pattern is defined by the triangular number of the order \(n\). This can be visualised when looking at the sequence of triangles of increasing order, as shown in Fig. 2.

8. CONCLUSION

To conclude, firstly, we have given a simple algebraic method to understand the number of components existing in higher-order rogue waves of the NLSE. This helps in understanding the patterns that can occur. Secondly, we have proposed an integral that can be used to determine this number for a given higher-order rogue wave pattern. Thirdly, we provided simple rules to visualise the process of building up higher-order rogue wave solutions and explained why the number of elementary quanta is given by a “triangular number”. Based on these rules, we have demonstrated the crucial difference between the multi-soliton and multi-rogue wave solutions.

Other integrable equations have multi-rogue wave solutions that are similar to those of the NLSE. To name a few, we can mention Hirota equation [33], Kundu-DNLS equation [34], derivative NLSE [35, 36], coupled NLSE [37, 38], Kundu-Eckhaus equation [39], Sasa-Satsuma equation [40], Fokas-Lenells equation [41], resonant three-wave interaction problem [42, 43] and other higher-order extensions of the NLSE [44, 45]. Recently, other significant papers on these topics have been published [46–51]. The principles developed in this present work could potentially find a wide range of applicability in physical systems.
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